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Contents

• Word Embedding
– Libraries: gensim, fastText
– Embedding alignment (with two languages)

• Text/Language Processing
– POS Tagging with NLTK/koNLPy
– Text similarity ( jellyfish)
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Gensim

• Open-source vector space modeling and topic 
modeling toolkit implemented in Python
– designed to handle large text collections, using data streaming 

and efficient incremental algorithms
– Usually used to make word vector from corpus

• Tutorial is available here:
– https://github.com/RaRe-Technologies/gensim/blob/develop/tutorials.md#tutorials

– https://rare-technologies.com/word2vec-tutorial/

• Install
– pip install gensim
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https://github.com/RaRe-Technologies/gensim/blob/develop/tutorials.md#tutorials
https://rare-technologies.com/word2vec-tutorial/


Gensim for Word Embedding 

• Logging

• Input Data: list of word’s list
– Example: I have a car , I like the cat

→
– For list of the sentences, you can make this by:
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Gensim for Word Embedding 

• If your data is already preprocessed…
– One sentence per line, separated by whitespace

→ LineSentence ( just load the file)

– Try with this:
• http://an.yonsei.ac.kr/corpus/example_corpus.txt
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From https://radimrehurek.com/gensim/models/word2vec.html

http://an.yonsei.ac.kr/corpus/example_corpus.txt


Gensim for Word Embedding 

• If the input is in multiple files or file size is large:
– Use custom iterator and yield
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From https://rare-technologies.com/word2vec-tutorial/



Gensim for Word Embedding 

• gensim.models.Word2Vec Parameters

– min_count: ignore if word appears <=N times in the corpus
– window: size of window (2n+1)
– size: dimension of vector
– iter: how many iteration for training
– sg: CBOW(0) or Skip-gram(1)

• CBOW is fast, Skip-gram usually give better result in many tasks
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Full parameter list: 
https://radimrehurek.com/gensim/models/word2vec.html#gensim.models.word2vec.Word2Vec

https://radimrehurek.com/gensim/models/word2vec.html#gensim.models.word2vec.Word2Vec


Gensim for Word Embedding

• Save as trained model
– model.save(filename)

• Load trained model
– model = Word2Vec.load(filename)
– You can re-train this model (example: adding data)
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Gensim for Word Embedding

• Save as vector file (not model)
– word_vectors = model.wv

word_vectors.save(filename)
– Vector is saved as KeyedVector format

• Load vector file
– word_vectors = KeyedVectors.load(fname) 
– Note: this embedding cannot be re-trained!
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Gensim for Word Embedding

• Save as (readable) text format
– word_vectors = KeyedVectors.load(vector_fn)

word_vectors.save_word2vec_format(fname=filename)
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# of words, dimension of vector



Gensim for Word Embedding

• Load from existing word embedding
– Including pre-trained GloVe vector

• https://nlp.stanford.edu/projects/glove/

– binary=True if the file contains binary-format vectors
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https://nlp.stanford.edu/projects/glove/


FastText

• By Facebook Research
– https://github.com/facebookresearch/fastText
– Will be used for obtaining vectors from pre-trained model

• You may check github repo for training model

• Installation
– git clone https://github.com/facebookresearch/fastText.git

• or download from                   - Download ZIP

– Move to fastText folder  
– pip install .
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https://github.com/facebookresearch/fastText


FastText Pre-trained Embeddings

• Download pre-trained vector here:
– https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md

– 300 Dimension 
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https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md


FastText Pre-trained Embeddings

• If you just want to use existing embedding:
– Only download text and use it with gensim

• If you want to get embedding for arbitrary words 
(most cases, because it is the reason to use FastText)
– You must download bin+text!
– This file contains all parameters for the model
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FastText Pre-trained Embeddings

• How to get vector?
– Load pre-trained model

• from fastText import load_model
model = load_model("wiki.en.bin")

– Get vector for the word
• model.get_word_vector("hello")
• Returns numpy array
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Measurement?

• Cosine-similarity
– Implement yourself (with numpy)

• https://stackoverflow.com/questions/18424228/cosine-similarity-
between-2-number-lists

– scikit-learn (machine learning package)
• pip install scikit-learn
• from sklearn.metrics.pairwise import cosine_similarity
sim = cosine_similarity([A], [B])

• Useful if you needs to compare more than two vectors
– sim = cosine_similarity([X], [a, b, c, d])
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https://stackoverflow.com/questions/18424228/cosine-similarity-between-2-number-lists


Embedding Alignment

• Pre-trained matrix & converter (for fastText)
– https://github.com/Babylonpartners/fastText_multilingual

• You can also check this code (if you want to 
implement for your own embedding)
– https://gist.github.com/quadrismegistus/09a93e219a6ffc4f216f

b85235535faf

• Bilingual dictionaries (provided by facebook)
– https://s3.amazonaws.com/arrival/dictionaries/ko-en.txt
– https://s3.amazonaws.com/arrival/dictionaries/en-ko.txt
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https://github.com/Babylonpartners/fastText_multilingual
https://gist.github.com/quadrismegistus/09a93e219a6ffc4f216fb85235535faf
https://s3.amazonaws.com/arrival/dictionaries/ko-en.txt
https://s3.amazonaws.com/arrival/dictionaries/en-ko.txt


NLTK (Natural Language Toolkit)

• Platform for building Python programs to work with 
human language data
– Provides easy-to-use interfaces to over 50 corpora and lexical 

resources (WordNet, stopwords, reuters, etc)
– Tokenize, Tagging, NER, Parse tree, …

• Install: pip install nltk
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NLTK (Natural Language Toolkit)

• Download corpus (write this at console/IDLE)
– import nltk

nltk.download()

– Follow the instructions
• Installing popular is sufficient for many cases
• You may install other packages in you needs

– Example: wordnet
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POS Tagging

• Tokenize
– nltk.word_tokenize(sentence)

• POS Tagging
– nltk.pos_tag(tokens)
– The full list of the tags (Penn Treebank)

http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
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http://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html


POS Tagging

• Korean: koNLPy
– http://konlpy-ko.readthedocs.io/ko/v0.4.3/

Practice with Python 21

http://konlpy-ko.readthedocs.io/ko/v0.4.3/


POS Tagging

• Contains 5 packages
– Hannanum, Kkma, Komoran, Mecab, Twitter
– Recommend to use Twitter tagger…

• Web API is also available for Twitter tagger
– https://github.com/open-korean-text/open-korean-text
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https://github.com/open-korean-text/open-korean-text


Text Similarity

• Not semantic similarity
– Use word embedding for this case

• Useful for dealing with typo 
– Ex: similarity vs simliarity

• Metrics for measuring similarity
– Edit distance (levenshtein distance)
– Jaro distance
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Text Similarity

• You can use jellyfish package
– https://github.com/jamesturk/jellyfish
– pip install jellyfish
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https://github.com/jamesturk/jellyfish


Text Similarity

• Edit Distance (Levenshtein Distance)
– # of character changes needed 
– Small number means similar text

• Jaro Distance
– Defined by right formula:

• https://en.wikipedia.org/wiki/Jaro%E2%80%93Winkler_distance

– Large value means similar text
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https://en.wikipedia.org/wiki/Jaro%E2%80%93Winkler_distance
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